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Adaptive Prior-Dependent Correction Enhanced Reinforcement Learning for Natural Language Generation

 Background & Motivations

Neural natural language generation (NLG) aims to generate a piece of new text. NLG models have recently 
shown remarkable progress in language fluency and coherence. We focus the training of Seq2Seq NLG model.
 Neural machine translation (NMT)
 Image captioning
 Text summarization 
…

Most of previous works use Maximum Likelihood Estimation (MLE) to train NLG models, but MLE-based
training methods suffer from three issues:
Exposure bias: The model is not exposed to the full range of errors during training.
Loss inconsistency: During training, we maximize the log-likelihood (token level), but during inference, the model is 

evaluated by a different metric such as BLEU or ROUGE (sentence level).
Deviation ignorance: MLE fails to assign proper scores to different incorrect model outputs, which means that all incorrect 

outputs are treated equally during training.
The main motivation of our research is that Reinforcement Learning (RL) based training method can solve the

issues of exposure bias and loss inconsistency, but RL-based training methods also suffer from two issues:
Deviation ignorance: RL-based training methods use the reward such as BLEU or ROUGE also fails to assign proper scores 

to different incorrect model outputs.
Large gradient variance: RL methods such as Policy Gradient have the issue of Large gradient variance, which leads to

instability of training.

 Experiments & Results 

 Methods

Advantage weighted Policy Gradient (APG) training:
Advantage function: We introduce the Generalized Advantage Estimation (GAE) method to reduce the variance of gradient.

Estimation of state value: In order to estimate advantage, we need to estimate state value, but there have no dedicated module
to estimate state values such as value-network. However, we can estimate state value indirectly.

 In NLG task, the discount factor is set to 1 and state transition probability is equal to 1, thus we have

Adaptive Prior-Dependent Correction. To alleviate deviation ignorance issue, we enhance the RL objective 
with a KL term with an adaptive factor:
The prior distribution: We use fast-text to pretrain the word embedding and compute the prior distribution by measuring the

cosine distance between tokens and label token:

KL loss: KL loss measures the distance between output and prior distribution. We use the Adaptive Factor (negatively 
correlated to advantage function) to prevent the RL loss from being overcorrected by KL loss:

Figure1: Architecture of our approach: APG with APDC

Our method v.s. baselines
 Neural machine translation (NMT)

 Image captioning

Abstractive text summarization

Table1: BLEU score of NMT for En-De, En-Zh, and Zh-En

Table2: Performance of image captioning on the MSCOCO Karpathy test split

Table3: Results of abstractive text summarization on CNN/Daily Mail dataset. 

Figure2: Ablation study on three tasks

 Summary

Results shows that our method
consistently outperforms the existing 
state-of-art methods on three NLG tasks.

To evaluate the effectiveness of different 
components, we compare the results of 
applying APG, APG+PDC, and 
APG+APDC on the three tasks. 

 The results also show that APG+PDC 
outperform the APG (other RL), since 
PDC alleviates the deviation ignorance 
issue. However, the improvement of 
PDC is not significant. 

 PDC is a token-level objective, but the 
advantage of RL is that the model can be 
trained at the sequence level, and PDC 
weakens this advantage. Therefore, PDC 
needs a sequence-level adaptive factor to 
adjust how much the token-level 
objective affects sequence-level training. 

The results that APG+APDC 
significantly outperforms other methods 
also proves the importance of the 
adaptive mechanism. 

 We propose a novel technique: adaptive prior-dependent correction (APDC) to further address 
the deviation ignorance issue that former RL-based approaches on NLG seldom study. 
 We utilize advantage-function-weighted policy gradient (APG) to work well with APDC, meanwhile 

alleviate the sparse reward issue. Enhancing APG with APDC can strike a balance between token-
level and sequence-level optimization. 
 Further works: make the algorithm more efficient, …
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